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Abstract—Inferring gene regulatory networks from expression data is a very difficult problem that has raised the interest of the scientific community. Different algorithms have been proposed to try to solve this issue, but it has been shown that the different methods have some particular biases and strengths, and none of them is the best across all types of data and datasets. As a result, the idea of aggregating various network inferences through a consensus mechanism naturally arises. In this paper, a common framework to standardize already proposed consensus methods is presented, and based on this framework different proposals are introduced and analyzed in two different scenarios: Homogeneous and Heterogeneous. The first scenario reflects situations where the networks to be aggregated are rather similar because the are obtained with inference algorithms working on the same data, whereas the second scenario deals with very diverse networks because various sources of data are used to generate the individual networks. A procedure for combining multiple network inference algorithms is analyzed in a systematic way. The results show that there is a very significant difference between these two scenarios, and that the best way to combine networks in the Heterogeneous scenario is not the most commonly used. We show in particular that aggregation in the Heterogeneous scenario can be very beneficial if the individual networks are combined with our new proposed method ScaleLSum.

I. INTRODUCTION

Inferring gene regulatory networks from expression data is a very difficult problem that has seen a continuously rising interest in the last years and presumably in the years to come due to its applications in biomedical and biotechnological research.

Several studies have compared performances of network-inference algorithms [1], [2], [3], [4], [5], [6], [7], [8], reaching the conclusion that none of the methods is the best across all types of data and datasets. Furthermore, the different algorithms have specific biases towards the recovery of different regulation patterns, i.e., Mutual Information (MI) and correlation based algorithms can recover feed-forward loops most reliably, while regression and Bayesian Networks can more accurately recover linear cascades than MI and correlation based algorithms [6], [9].

These observations suggest that different network-inference algorithms have different strengths and weaknesses [10]. Therefore, combining multiple network inference algorithms emerges as a natural idea to infer a more accurate gene regulatory network (GRN), leading to a consensus among Homogeneous networks. We use the term homogeneous here to refer to networks obtained from the same experimental data through the use of different algorithms. But there are other situations where different networks describing the same cells are derived from different original data sets coming from very different technologies such as chip data, microarray, rnaseq and so on. We will refer to this situation as the Heterogeneous scenario.

Behind all state of the art consensus network algorithms one can identify a normalization step followed by an aggregation step. The main contributions of this paper are 1) to systematically analyze the combination of normalization and aggregations strategies, creating in some cases new consensus network algorithms and 2) to evaluate the performances of the algorithms in both the Homogeneous and the Heterogeneous scenarios. As will be seen, the conclusions highlight a clear difference in terms of expected performances and algorithm selection in both cases. In order to precisely measure the algorithms performances and to control the degree of homogeneity without depending on any specific network inference algorithm, we rely on a synthetic network generation method presented in this paper. With this approach we can have a full control on the homogeneity and the characteristics of the individual networks.

II. METHODS

A. State-of-the-art

In order to create a consensus network from initial individual network inference algorithms, several strategies have been used. Assuming that each algorithm provides a score for each edge of the network, the simplest strategy consists of computing the average of the scores across the N individual networks [11].

Other strategies do not rely on the actual edge scores but on their rank defined in an ordered list. The method proposed in [6] is based on rank averaging: If \( e_{ij} \) denotes an edge connecting genes \( i \) and \( j \) and \( r_n(e_{ij}) \) the rank of the edge for network \( n \), the final rank is computed with:

\[
r(e_{ij}) = \sum_{1 \leq n \leq N} r_n(e_{ij})
\]

The consensus network is obtained from the list composed of the sorted values of summed ranks \( r(e_{ij}) \). This method called
RankSum is also known as Borda count.

TopKNet [9] is based on the observations made in [6], which showed that integration of algorithms with high-diversity outperform integration of algorithms with low-diversity [6]. First, for each individual network the predictions are ranked, and then the final rank for each edge is the result of applying a rank filter of order \( k \), which returns the \( k \)th-greatest value (RankOrderFilter\(_k\)) over all the \( N \) values:

\[
r(e_{ij}) = \text{RankOrderFilter}_k \{ r_1(e_{ij}), \ldots, r_N(e_{ij}) \}
\]

The computation of a rank value in the RankSum and the TopKNet algorithm can be viewed as a normalization of the score values before their aggregation with the sum or the rank order filter. Based on this observation, we present an analysis of potential normalization and aggregation strategies in the following section.

B. Systematic consensus analysis

As previously mentioned, the consensus network estimation can be seen as involving two distinct steps. The first one transforms the different network scores, \( s_n(e_{ij}) \), in order to have a common scale or distribution. This process will be referred to as “Normalization”. For example, [6], [9] use Rank, whereas [11] does not perform any normalization which can be seen as the Identity normalization.

Then, the second step is the “Aggregation” of the \( N \) different edge scores into one consensus score for every edge. In [6] and [11] this process is done through the Sum process, while [9] uses the rank order filter.

We now extend this idea to propose new algorithms. First, different Normalization options are presented, and then the distinct Aggregation proposals are discussed. Finally, their combination will lead to different consensus network algorithm proposals.

1) Normalization:

Five different normalization techniques will be analyzed. Let us call \( t_n(e_{ij}) \) the normalized value assigned to edge \( e_{ij} \) for the network \( n \).

a) Identity:

The Identity does not apply any transformation to the original scores of the inferred network:

\[
t_n(e_{ij}) = s_n(e_{ij})
\]

b) Rank:

The Rank replaces the numerical score \( s_n(e_{ij}) \) by their rank \( r_n(e_{ij}) \) such as the most confident edge receives the highest score. The Rank method preserves the ordering of the scores of inferred links but the differences between them are lost:

\[
t_n(e_{ij}) = r_n(e_{ij})
\]

c) Scale:

A classical normalization of a random variable involves a transformation to remove the effect of the mean value and to scale it accordingly to its standard deviation. The differences between scores are preserved:

\[
t_n(e_{ij}) = \frac{s_n(e_{ij}) - \mu_n}{\sigma_n}
\]

where \( \mu_n \) and \( \sigma_n \) are respectively the mean and standard deviation of the empirical distribution of the inferred scores \( s_n(e_{ij}) \) for network \( n \). This normalization does not assure a limited range of values.

d) RankL:

The previous proposals normalize the whole network only taking into consideration their score values. Extensions of the last two normalizing methods are proposed now. The methods take into consideration the local context of the scores of gene \( i \) and \( j \) for computing the normalized score of interaction \( t_n(e_{ij}) \). In the RankL method (L stands for Local), two local ranks are initially computed: \( r_{n,i}(e_{ij}) \) computes the rank of the score \( s_n(e_{ij}) \) among the scores of all edges connected to gene \( i \), that is the rank of \( s_n(e_{ij}) \) in the list \( \{s_n(e_{il})\}_{l=1}^G \), where \( G \) is the number of genes in the network. Similarly, the rank of the score \( s_n(e_{ij}) \) among the scores of all edges connected to gene \( j \) is computed and denoted by \( r_{n,j}(e_{ij}) \). Finally, the final normalization is obtained by averaging the two local ranks:

\[
t_n(e_{ij}) = \frac{r_{n,i}(e_{ij}) + r_{n,j}(e_{ij})}{2}
\]

This normalization is inspired by [12]. Instead of choosing a threshold to get related genes, the authors of [12] propose to use mutual correlation ranks by taking a geometric average of the two ranks \( r_{n,i}(e_{ij}) \) and \( r_{n,j}(e_{ij}) \). They used a “geometric average” to penalize the difference of ranks with a logarithmic manner, but since we do not use correlation ranks, we decided to use the classic arithmetic average.

e) ScaleL:

Finally, following the same type of reasoning, a local version of the scale normalization, called ScaleL, can be defined as:

\[
t_n(e_{ij}) = \sqrt{\zeta_i^2 + \zeta_j^2}, \quad \text{with} \quad \zeta_i = \frac{s_n(e_{ij}) - \mu_{s_i}}{\sigma_{s_i}}, \quad \text{and} \quad \zeta_j = \frac{s_n(e_{ij}) - \mu_{s_j}}{\sigma_{s_j}}
\]

where \( \mu_{s_i} \) and \( \sigma_{s_i} \) denote the mean and standard deviation of the empirical distribution of the scores of all edges connected to gene \( i \). They are defined as:

\[
\mu_{s_i} = \frac{1}{G} \sum_{l=1}^{G} s_n(e_{il}),
\]

\[
\sigma_{s_i} = \sqrt{\frac{1}{G-1} \sum_{l=1}^{G} (s_n(e_{il}) - \mu_{s_i})^2}
\]

Note that this rule is related to the CLR network inference method [1] which can be interpreted as a normalization strategy as pointed out in [13]. This normalization step highlights a few links per node that stand out among all other scores of the gene. In this way, a “core” network with the most relevant (and presumably true) links is obtained.
Three different aggregation techniques will be studied. Assume \( a(e_{ij}) \) denotes the aggregated value of the normalized scores.

**a) Sum:**
The *Sum* is a simple summation process that is equivalent to the average of the \( N \) values of each link:

\[
a(e_{ij}) = \sum_{n=1}^{N} t_n(e_{ij}).
\]  

**b) Top3:**
The *Top3* is a particularization of the \((\text{RankOrderFilter}_k)\) with \( k = 3 \). We decided to use this particular value based on the observations of [9] which shows that the best integrated networks are obtained with \( k \in \{5-7\} \) when high number of individual networks are available and there exist several low-performance algorithms. But, when a small number of individual networks are available and none of them has a very small performance compared to the others, then the best integrated networks are obtained with \( k \in \{1-3\} \). Since our synthetic study includes a small number of individual networks and all of them present similar performances (see section III), we are in the second case and therefore, we decided to choose \( k = 3 \). The *Top3* is the 3rd rank order filter of the \( N \) values, which is defined as taking the 3rd greatest value of the \( N \) values of each link:

\[
a(e_{ij}) = \text{RankOrderFilter}_3 \{ t_1(e_{ij}), \ldots, t_N(e_{ij}) \}
\]  

**c) Median:**
Finally, the *Median* method assigns the median of the \( N \) values:

\[
a(e_{ij}) = \text{Median} \{ t_1(e_{ij}), \ldots, t_N(e_{ij}) \}
\]  

This method could be seen as a particularization of the \((\text{RankOrderFilter}_k)\) with a fixed value of \( k = N/2 \).

3) Consensus network algorithms:
The combination of 5 possible normalization strategies with 3 possible aggregation rules gives rise to 15 different consensus network algorithms. In terms of nomenclature, the algorithms will be referred to by the two names of the two steps, such that each word or abbreviation of the two steps begins with a capital letter.

Note that some of the combinations give a consensus method that has already been published. These methods are listed in Table I.

### III. Homogeneous versus Heterogeneous Network Scenario

The *Homogeneous* scenario reflects the case where the individual networks have been inferred with different algorithms but with the same type of data like gene expression as in [6]. In order to get an estimation of the degree of homogeneity that might be expected in this type of scenario, we have downloaded the networks from the supplemental information of [6]. To measure the homogeneity between networks, we have converted them to vectors and computed the correlation between the networks obtaining a mean correlation of 0.6.

On the other hand, the *Heterogeneous* scenario reflects the case where the individual networks have been inferred from very different kind of data as in [11]. The \( N \) individual networks are very different, hardly having any edge in common. To get an estimation of the expected correlation in this scenario, we have downloaded the networks from supplemental material of [11] and converted them to vectors. As before we have computed the correlation between the networks obtaining a mean correlation of 0.06.

### A. Synthetic network generation

In this scenario, the different consensus methods are meant to be used for the integration networks obtained through the use of real inference algorithms. However, in the present paper we want to precisely and faithfully evaluate the different consensus network alternatives while controlling the degree of homogeneity between networks without depending on any specific network inference algorithm. Therefore, instead of relying on real network inference algorithms, we rely on a subsampling strategy applied on a real network \((\text{TrueNet})\).

1) Homogeneous scenario:
The \( N \) individual networks are very similar and have many edges in common. To create the dataset corresponding to this scenario, a unique network is first created by a subsampling of \( \text{TrueNet} \). Then, this network is altered \( N \) different times by introducing hard errors (false positives and negatives) and by adding a Gaussian noise to the scores associated to all edges. The alteration parameters are chosen so that the homogeneity of the resulting networks is similar to the one obtained when various inference algorithms are applied on the same data.

2) Heterogeneous scenario:
In this case, the \( N \) individual networks are very different and hardly have any edge in common. To reflect this situation, \( N \) different networks are generated through various independent subsamplings of \( \text{TrueNet} \). As previously, these networks are then altered \( N \) different times with the introduction of hard errors (false positives and false negatives), and then with soft errors through the addition of Gaussian noise.

3) Subsampling strategy:
The networks of the two scenarios are generated with Algorithm 1, which is illustrated with a toy example in Figure 1. A toy \( \text{TrueNet} \) is shown in Figure 1a. It has 15 genes (illustrated with circles) and 20 edges (illustrated with lines). The subsampling step of Algorithm 1 selects randomly \( \tau \% \) edges of the \( \text{TrueNet} \) to get \( \text{Net}_1 \). In Figure 1b a particular case of \( \text{Net}_1 \) is shown, in this case \( \tau = 50 \) so \( \text{Net}_1 \) has 10 edges. Then, m\% of errors (both false positives and false negatives) are
introduced. Following the example and with \( m = 30 \), this will introduce 3 false negatives and 3 false positives to obtain \( \eta_n \). The resulting network is presented in Figure 1c, where the dashed lines represent the false positives. The following steps of Algorithm 1 are meant to generate realistic networks, first a Gaussian noise with \( \mu = 0 \) and \( \sigma = 0.3 \) is added to the network, after this process a constant value is added to shift the scores values in order to ensure non-negative scores in the networks. This step introduces more false positives with a low confidence (if \( \delta \) is small) and also introduces variability of the scores in the true “recovered” edges.

**Algorithm 1:** Generate \( N \) individual synthetic networks.

**Input:** TrueNet, Heterogeneous, \( N \)

**Output:** \( N \) individual synthetic networks \( \{\eta_n\}_{n=1}^N \)

\[
\begin{align*}
n &\leftarrow 1; \\
\text{while } n &\leq N \text{ do} \\
&\quad \text{if Heterogeneous then} \\
&\quad \quad \nu_n \leftarrow \text{Subsample edges from the TrueNet} \\
&\quad \text{else} \\
&\quad \quad \text{if } n=1 \text{ then} \\
&\quad \quad \quad \nu_1 \leftarrow \text{Subsample edges from the TrueNet} \\
&\quad \quad \text{else} \\
&\quad \quad \quad \nu_n \leftarrow \nu_{n-1} \\
&\quad \text{end} \\
&\quad \eta_n \leftarrow \text{Introduce errors in the network } \nu_n \\
&\quad \text{Add noise to } \eta_n \\
&\quad n \leftarrow n + 1 \\
&\text{end}
\end{align*}
\]

**Algorithm 1:** Generate \( N \) individual synthetic networks.

A network inference problem can be seen as a binary decision problem. After the thresholding of the network scores, the final decision is a classification: for each possible pair of genes, an edge is defined or not. Therefore, the performance evaluation can be assessed with the usual metrics of machine learning like Receiver Operating Characteristic (ROC) or Precision Recall (PR) curves. In the present paper, we use the Area Under Precision Recall (AUPR) but we do not evaluate the whole network and only take into account the most confident edges, as other papers have already proposed [8], [11], [14]. In order to have statistically significant measures, we choose to evaluate the 20% highest confidence edges as is done in [8], obtaining the AUPR\(_{20}\) measure. We use five different TrueNet networks to evaluate the consensus algorithms, that are generated with three different GRN simulators: GNW simulator [15], SynTReN simulator [16] and Rogers [17]. Four of these networks are real in vivo networks. The main characteristics of these networks are collected in Table II.

### V. Results

As mentioned before, the performances of the various algorithms are benchmarked with the networks of Table II under the two scenarios described in the previous section: Homogeneous and Heterogeneous network scenarios. In order to generate the individual networks we use the Algorithm 1 with the parameters specified in Table III. Using these values, the mean correlation between the networks in the Homogeneous case is 0.66 and the mean correlation of the Heterogeneous case is 0.003, which are similar values to the ones obtained in real situations (see section III).

With this experimental setup we generate the individual networks for each one of the networks of Table II, and this procedure is repeated 10 times in order to have different runs of Algorithm 1 and therefore different pools of individual networks.

Since the networks of Table II have different sizes and topological properties, we normalize the AUPR\(_{20}\) of the consensus algorithms for each of the 10 runs with the mean AUPR\(_{20}\) of the individual networks (\( \mu_{\text{AUPR}^{20};\text{ind}} \)).

\[
\text{AUPR}_{20;\text{norm}} = \frac{\text{AUPR}_{20}}{\mu_{\text{AUPR}^{20};\text{ind}}} \tag{12}
\]

With this approach we can compare the different networks. Moreover, it is possible to know if the consensus method is improving on the average network (if AUPR\(_{20;\text{norm}}\) is greater than 1).

The results reported in Figures 2 and 3 are presented in the form of boxplot of the normalized AUPR\(_{20}\) of different consensus algorithms across all networks. Each box represents the statistics of a method, the white dot represents the median of the distribution, the box goes from the first to third quartile, while whiskers are lines drawn from the ends of the box to the maximum and minimum of the data excluding outliers which are represented with a mark outside the whiskers. More information on the boxplot can be found in [18]. Figure 2 presents...
sensus network algorithms allow to improve the inference of the results of the Homogeneous scenario while Figure 3 gives the results of the Heterogeneous scenario.

In the homogeneous case, it can be concluded that consensus network algorithms allow to improve the inference compared to the average individual networks (as the AUPR is above 1). This conclusion is in line with previous publications such as [6], [9]. However, there are few differences between the various algorithms. The results show that in this scenario the RankL normalization seems to be a bad option for...
making a consensus network. Since, this case almost shows no significant differences between methods, we think that the best option is to use the \textit{RankSum} [6] or \textit{IdSum} [11] since they are already part of the state-of-the-art and have a simpler normalization and aggregation methods. However, in the \textit{Heterogeneous} scenario, we observe large differences between different consensus proposals, where some of them reach worst results compared to the average individual network (Normalized AUPR$_{20}$ smaller than 1). Observing the figure we can confirm that the \textit{IdSum} method that was used in [11] in a \textit{Heterogeneous} scenario is a good choice for this case. But, using the \textit{ScaleL} as normalization step and \textit{Sum} as aggregation step provides even better results. It improves the results by 6.5 (in median) outperforming the improvement of the \textit{Homogeneous} case, that have a median improvement around of 1.5.

For completeness, the original AUPR$_{20}$ values are shown in table IV and V, presenting the mean and standard deviation for the \textit{Homogeneous} and \textit{Heterogeneous} scenarios, respectively. Both tables present the Area Under Precision Recall curve obtained in an uncontrolled synthetic experimental setup. The tables also give the mean and variance across the 10 different runs. As can be observed using the parameters of Table III, the individual networks achieve realistic AUPR$_{20}$ values for these networks [8]. Observing these tables we corroborate the conclusions drawn on Figures 2 and 3.

VI. CONCLUSIONS

In the present paper, we have proposed a framework for combining and integrating different inferred networks. It has been defined as a two step process, consisting in a normalization strategy followed by an aggregation technique. We studied two different scenario of practical interest: \textit{Homogeneous} (situation where various network inference algorithms are used on the same data) and \textit{Heterogeneous} (situation where various sources of data are used to generate the individual networks), with a controlled synthetic experimental setup. The results show how in a \textit{Homogeneous} scenario combining individual networks generally outperforms the mean individual network, and that the different analyzed algorithms do not present significant differences. However, in a \textit{Heterogeneous} scenario the differences are very significant. Many algorithms actually provide results that are worse than individual networks. However, the choice of the proper normalization and aggregation steps allows very large improvements to be obtained. The results show that in this scenario the \textit{ScaleLSum} is the best option.
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